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JOINT AND CONDITIONAL R-NORM INFORMATION
MEASURE
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VAISH COLLEGE, BHIWANI

The present paper depicts the joint and conditional probability distribution of two
random variables & and m having probability distributors P and Q over the Sets

X ={x, %X, .. X,} and Y ={y,, y,, ...y, jrespectively. Then the R-norm information
of the random variables is denoted by H.(¢)=H.(P) and H.(7)=H,(Q), where

p=P(E=x)i=L2.n, p =Pl =y} i=12..m

are the probabilities of the possible values of the random variables. Similarly, we
consider a two-dimensional discrete random variable (&,m) with joint probability

distribution 7 =(z,, 7,, .7, ),

where z, =P (£=x7=y,), i=12...,n, j=1,2..,m is the joint probability for the

values (xi'yj)of (£,m7). We shall denote conditional probabilities by p;; and gj; such

that T =Py A =95 B And P :Z”ij and g :Z”ij :
=t i1

DEFINITION: The joint R-norm information measure for R R* and is given by
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He(&m)= {Z sz:”u } (1.1)

Proposition 1: H.(&,7) is symmetric in & and .

Proof: The joint R-norm information measure is defined by

i=1  j=1

)= 103 zn}

|~

| ]

13 Setenn )

I L

:_1—{in Zm:PR(é‘ X JP*(n = y)}

R
R—

-

1

R-1 =1 j=
i 1
R n m R
=— |1- PRn=y &=
R { 5Py, x,>}
0 1
= RS S = Haln)
rR-1|” |5 &7 7

This implies that H.(&,7) is symmetricin&, .
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Proposition 2: If & and n are stochastically independent. Then the following
holds

R-1

He (€)= Hg )+ Hy (7)== H (EHe (7) (1.2)

Proof: Since the joint R-norm information measure for R e R* and is given by

R Sy : ®
e 1_{ ZP (E=x)P (UZYi)} (1.3)
Since & and n are stochastically independent, thus (1.3) becomes

HR(&U)Z% 1—{zn:PR(§=xi)}R{ipR(n: yj)}R

i=1

- RRil_ Rlil{(l_ RI;lHR(g)j(l_RT_lHR(n)ﬂ

= Hel&)+ Haln)- "2 He(H(r) - Thus finally
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R-1
HR(QKW):HR(‘§)+HR(77)__HR(§)HR(77) (1.4)
In the limiting case R—1 we find the additive form of Shannon’s information

measure for independent random variables.i.e. when R—1 in (1.4), then we get

1-1

HR(§177): HR(§)+HR(77)_THR(§)HR(77)’ = HR(§’77): HR(§)+HR(77)

To construct a conditional R-norm information measure we can use a direct and an

indirect method. The indirect method leads to next definition

DEFINITION: The average subtractive conditional R-norm information of mn

given & for ReR"and is defined as

§HR(77/§)= HR('§177)_HR(§)

1 1
R n m R R R n R R
=——|1- . -—1- 14
S | s
_ N B
R n R n.m
__R {Z piR} _{ Zﬂ.ﬁ} (1.5)
R-1| 3 i=1 j=1
_ i .
R n m R R R n R R
= |1- } -1 . 1.6
R-1 {;;”‘ } R-1 {le P } (16)
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=Hq(7/£) +He (8)
Thus  Hq(&7) = He(/6) +Hg (&)
A direct way to construct a conditional R-norm information is the following.

DEFINITION: The average conditional R-norm information of n given

& isfor ReR" defined as

(77/5) RRl _Zn: pi{zr::qjiR}R (1-7)

i=1

Or alternatively

Hel/ )= -1 {z pzq,.} (L)

The two conditional measure given in (1.7) and (1.8) differ by the way the

probabilities p, are incorporated. The expression (1.7) is a true mathematical

expression overg, whereas the expression (1.8) is not.

Theorem: If & and m are statistically independent random variables then for

RER"

70 International Journal of Engineering and Scientific Research
http://www.esrjournal.com Email: esrjeditor@gmail.com



International Journal of Engineering & Scientific Research

Vol. 5lssue 8, August 2017,
ISSN: 2347-6532 Impact Factor: 6.660
Journal Homepage: http://www.esrjournal.com Email: esrjeditor@gmail.com  pouble-Blind

Peer Reviewed Refereed Open Access International Journal - Included in the International Serial Directories Indexed & Listed at: Ulrich's
Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A

i=1 i=11

(2) "Ho@m!&) =Hg(&m)-He(&)=Hg(n)-—==Hq(&)H ()

(3) *HR(U/QE): H: ()
(4) HHR(’N?): H: ()

Proof: (1) Since the average subtractive conditional R-norm information of mn

given & is for ReR* defined as

5HR(77/§)=RL_1 {IZ;: p.R};{ii”uR}; (1.9)

i=L j=1

Substitute z; = pyq; in (1.9), we get

1
n

Mol = {3 piR}R—{iﬁ<pi,-qj)R}R (L.10)

i=1 i=1 j=1

Since & and n are stochastically independent. Thus (1.10) becomes

1

ML) =R {zp}—{Zp}{zq}
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(I1) Since we know that if & and n are stochastically independent. Then the

following holds

He(&0m)= He(§)+ He () -—=He($)He(7)

= HolE) - He(&) = o (1)~ (€M () (L.11)
And we know
6HR(77/§):HR(§!77)_HR(§) (1.12)
Using (1.12) in (1.11), we get
He (/€)= Ha(&m)~ Hel(&) = Holn) -2 Ho(HA ()

(1) Since the average conditional R-norm information of n given & for ReR*

and is defined as

1

*HR(Ulg):i_l_Zn: pi{_m qjiR}R (113)

R-1 i3
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Substituteq; =q; in (1.13), we get
1

LICEEES S

- R 1{iqu}; ~H,(n) Hzp} =1}

Hence "H,(n/&)=H.() (1.14)

(IV) Since the average conditional R-norm information of n given § for ReR*

and is defined as

1

He(/$) —Ri {Z quJ. } (1.15)

Substitute q; =q; in (1.15), we get
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*k

Hence HR(U/§)=HR(77)

From this theorem we may conclude that the measure’ H, (/&) , which is obtained

by the formal difference between the joint and the marginal information measure,
does not satisfy requirement (1). Therefore it is less attractive than the two other
measure. In the next theorem we consider requirement (I1), for the conditional

information measures "H, (/&) and “H,(/&) .

Theorem: If & and n are discrete random variables then for ReR* then the

following results hold.

() "Hel/&)<Helm) (1) "He(n/&)<Hq(n)

() “He@/ &)< HelnlE) (V) "Hen/ &)< He(n/€) <Hg (1)
The equality signs holds if £ and 7 are independent. Proof:

() Here we consider two cases: Cases I: whenR <1

We know by [4] that forR >1.

m n R % n m R %
X {qu} SRR (1.16)

it L=t i1 | =L
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Setting x;; =z,; >0 in (1.16), we have

{Z { ”“}T - Z {,Z ”i?}; (1.17)

i=L

Since q, =i;zij and 7, = p,q; (1.18)
j=1

Using (1.18) in (1.17), we get
7

[i qu}RS {” Zm:(qjipi)R} (1.19)

i=1  j=1

It can be written as

1 1

1 1

1 1
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We know l>o ifR>1
R-1

Multiplying both sides of (1.20) by % ,we get

Rl_l 1—[iqf} le_l 1- ipi{iqjiR}R (1.21)

-

R moR R
=1 1{;% } =H,(n) Thus (1.21) becomes
"H.(n/&)<Hq(p) for R>1 (1.22)

Cases Il: when0<R <1

We know by [4] thatforO<R <1

i 1
m n R E n m E
Z {qu} > ), le: X; (1.23)

i=1
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Setting x;; =z,; >0 in (1.23), we have

1 1
m n R E n m E
{z {zﬁ“} } s {z ﬁij} (1.24)
=1 Li= i=1 | j=
Since g, sz:”ij
j=1
Thus (1.24) becomes
1 1
m R R S n m ( )R R
200 =212 Lo
j=1 i=1 j=1
1 1
m R n m R
(Sar <5 2 o)
j=1 i=1 j=1
1 1
m R R n m R R
=1- Z q; <1- Z Z (qjipi) (125)
= i=1 | j=1
We know %<0 if0<R<1
Multiplying both sides of (1.25) by%, we get
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= e I

[

But il_ ipi{iqjiR}R =H.(n/&) and
R-1 R =

1

s 1{§qu ~H,(n)
Thus (1.26) becomes
="H,(n/&)<H.(n) forO<R< 1. (1.27)
Thus from (1.22) and (1.27), we get
"Hgo(7/&)<Hg(y) forRERY

(1) H ere we consider two cases

Cases I: when R >1

From Jensen’s inequality for R > 1,we find
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n

> Py Z{le piq,-iT =q; (1.28)

After summation over j and raising both sides of (1.28) by power% , we have

1 1

i=1 j=1
1 1
n m R m R
fgogo s
i=1 j=1 j=1
1 1

1{& 3 qjiRT 31_{2:: quT (1.29)

i=1 j=1
Using %> 0as R> 1, Thus (1.29) becomes

1 1

R Zn:p.iq..R ’ < R iq.R ) (1.30)
R-1 i=1 Ij:1 ! R-1 ji=1 :
1
R n m = IR N
BUt m 1_|:Zpiiji j| = HR(nlé)
- i1
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R e
And E 1—{2% } =Hq(n)

ji=t

Thus (1.30) becomes
"Ho(n/&)<Hq(y) forR>1 (1.31)
Case Il: when0 <R <1

From Jensen’s inequality for 0 < R <1 we find

n

> piqjiRS[ile piq,-iT=q? (1.32)

i=1

After summation over j and raising both sides of (1.32) by power% , we have

LZ:: igqjiR:|R£|:g qu}R
_LZ:: ngJiR}RZ—{g QJR}R
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Using %< 0as 0 <R <1, Thus (1.33) becomes

B 1—[2 piiqu} < 1{iquT (1.34)

R n R R
And m _sz_lqj i| _HR(77)
Thus (1.34) becomes
"H,(7/£)< Hq(n) for 0<R<1 (1.35)

Thus from (1.31) and (1.35), we get
"H.(n/&)<Hg(y) for RER"

(111) Here we consider two cases:

Cases I: when R >1

We know from Jensen’s inequality

81 International Journal of Engineering and Scientific Research
http://www.esrjournal.com Email: esrjeditor@gmail.com



International Journal of Engineering & Scientific Research

Vol. 5Issue 8, August 2017,

ISSN: 2347-6532 Impact Factor: 6.660

Journal Homepage: http://www.esrjournal.com Email: esrjeditor@gmail.com  pouble-Blind

Peer Reviewed Refereed Open Access International Journal - Included in the International Serial Directories Indexed & Listed at: Ulrich's
Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A

> pi{z qjiR} s{z Y qjiﬂ for R>1 (1.36)
j=1 i=1 j=1

i=1

- g pi{ji1 qjiR}R 2-{% ijil qjiR}R
1- Zl: pi{zrl: qjiR}R 21—{2:: iZi: qjiR}R (1.37)

Using %> 0 if R >1, then (1.37) becomes

1 1

1 =1 j=1

1

R n m R .
But —— 1— Zpi{ijiR} = HR(77/§)
R-17 |57

1

R n m R .
And R_1 1—|:ZpiijiR:| =" H: (/<)
i= j=
Thus  (1.38) becomes  “H.(7/&)< H,(n/&) for R > 1
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(1.39) Case Il: when 0 <R <1 We know from Jensen’s inequality

Zn: pi{i qjiR}R Z{Zn: ii qjiR:|R for O<R<1 (140)
- Ian: pi{jzrl: qjiR}R S—|:an: ijzrl: q]'iR:|R
1- Zn: pi{i qjiR}R Sl—{znl ii qjiR}R (1.41)

Using %< 0 if 0 <R <1, then (3.41) becomes

1 1

R n m E R n m E
—1- Zpi{ijiR} Z—— 1_[2 iijiR:| (142)
R-1 i=1 j=1 R-1 i=1 j=1
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[

R n m E .
But =1 1- Zpi{quiR} =" Hy(n/&)
_ -

i=1

1

And Rll 1{% iiqjiRT =" H,(n!/&) Thus (1.42) becomes
- i=1  j=
"Hq(7/&)<Ho(n/1E) forO<R<1 (1.43)
Thus from (1.39) and (1.43), we get  “Hg(7/&)<"Ho (/&)  for RER'
(1V) From (1) and (I11), we have "H,(n/&)<H.(7) And
"Hq(7/&)< " Hg (/&) Thus finally we find
(1.44)

MHR(U/EC)S*HR(Ulf)SHR(U)

HENCE PROVED
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